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CERTAIN RESIDUAL PROPERTIES

OF GENERALIZED BAUMSLAG–SOLITAR GROUPS

E. V. SOKOLOV

Abstract. Let G be a generalized Baumslag–Solitar group and C be a class of groups
containing at least one non-unit group and closed under taking subgroups, extensions,
and Cartesian products of the form

∏
y∈Y Xy, where X , Y ∈ C and Xy is an isomorphic

copy ofX for every y ∈ Y . We give a criterion for G to be residually a C-group provided C
consists only of periodic groups. We also prove that G is residually a torsion-free C-group
if C contains at least one non-periodic group and is closed under taking homomorphic
images. These statements generalize and strengthen some known results. Using the first
of them, we provide criteria for a GBS-group to be a) residually nilpotent; b) residually
torsion-free nilpotent; c) residually free.

Introduction

A group is called a generalized Baumslag–Solitar group, or a GBS-group, if it is the fun-
damental group of a graph of groups with infinite cyclic vertex and edge groups. GBS-
groups have been actively studied in recent years [1, 5–10, 16, 17], and many of these
investigations are devoted to establishing a connection between the algebraic properties
of GBS-groups and the structure of the graphs defining them. The aim of this paper
is to describe certain residual properties of a GBS-group in terms of the associated graph
of groups. We strengthen some known results (for example, on the residual finiteness
and the residual p-finiteness of GBS-groups) and give a criterion for the residual nilpo-
tence of a GBS-group.
Let C be a class of groups. A group G is said to be residually a C-group if, for any

non-unit element g ∈ G, there exists a homomorphism σ of G onto a group of C such
that gσ 6= 1. The most commonly considered situation is when C is the class of all finite
groups, all finite p-groups (where p is a prime number), all nilpotent groups or all solvable
groups. In these cases G is called residually finite, residually p-finite, residually nilpotent

or residually solvable respectively.
We say that a class C of groups is root if it contains at least one non-unit group and is

closed under taking subgroups, extensions, and Cartesian products of the form
∏

y∈Y Xy,
where X , Y ∈ C and Xy is an isomorphic copy of X for every y ∈ Y . The notion of a root
class was introduced by Gruenberg [12], and the above definition is equivalent to that
given in [12]; see [25] for details.
The classes of all finite groups, all finite p-groups, all periodic groups of finite exponent,

all solvable groups, and all torsion-free groups can serve as examples of root classes.
It is also easy to see that the intersection of any number of root classes is again a root class.
At the same time, the classes of all nilpotent groups, all torsion-free nilpotent groups,
and all finite nilpotent groups are not root because they are not closed under taking
extensions.
The main goal of this paper is to get necessary and sufficient conditions for a GBS-group

to be residually a C-group, where C is an arbitrary, not any specific root class. The sense
of studying residually C-groups, where C is an arbitrary class of groups, is to get many

Key words and phrases. Residual finiteness, residual solvability, residual nilpotence, root-class residu-
ality, generalized Baumslag–Solitar group, fundamental group of a graph of groups.
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2 E. V. SOKOLOV

results at once using the same reasoning. This approach was originally proposed in [12,21]
and turned out to be very fruitful in the study of free constructions of groups in the case
when C was a root class; see, e. g. [2, 25–31].
For a root class C and a GBS-group G, we give a criterion for G to be residually

a C-group if C consists of only periodic groups (Theorem 3) and a sufficient condition for G
to be residually a C-group if C contains at least one non-periodic group (Theorem 4). Using
the first of these results, we prove criteria for a GBS-group to be a) residually nilpotent
(Theorem 5); b) residually torsion-free nilpotent and residually free (Theorem 6). All
the proofs use only the classical methods of combinatorial group theory and the basic
concepts of graph theory.

1. Statement of results

First, we formulate a number of known statements on the residual properties of (ordi-
nary) Baumslag–Solitar groups since they complement the results obtained in this paper
and are used in the proofs of some of them.
Recall that a Baumslag–Solitar group is a group with the presentation

BS(m,n) = 〈a, b; a−1bma = bn〉,

where m and n are non-zero integers. Since BS(m,n), BS(n,m), and BS(−m,−n) are
pairwise isomorphic, we can assume without loss of generality that |n| > m > 0.
We also recall that if ρ is a set of primes, then a ρ-number is an integer, all prime divisors

of which belong to ρ, and a ρ-group is a periodic group, the orders of all elements of which
are ρ-numbers. If ρ consists of one number p, then we write “p-” instead of “{p}-”.
For a class of groups C consisting only of periodic groups, let ρ(C) denote the set

of primes defined as follows: p ∈ ρ(C) if and only if there exists a C-group X such that p
divides the order of some element of X .

Theorem 1. [30] Let C be a root class of groups consisting only of periodic groups

and closed under taking quotient groups, ρ(C) be the set of primes defined above. Then

the following statements hold.

1. If 1 < m < |n|, then BS(m,n) is not residually a C-group.
2. BS(m,m) is residually a C-group if and only if m is a ρ(C)-number.

3. BS(m,−m) is residually a C-group if and only if m is a ρ(C)-number and 2 ∈ ρ(C).
4. BS(1, n), |n| 6= 1, is residually a C-group if and only if there exists p ∈ ρ(C) not di-

viding n and such that the order of the image n+pZ of n in the multiplicative group of Zp

is a ρ(C)-number.

We note that, in fact, Theorem 1 is true for an arbitrary root class consisting of periodic
groups (see Proposition 2.3 below).

Theorem 2. [22] BS(m,n) is residually nilpotent if and only if either m = 1 and n 6= 2,
or m > 1 and n = εm for some ε = ±1.

Now we turn to generalized Baumslag–Solitar groups. For a detailed description of the
fundamental groups of graphs of groups and GBS-groups, we refer the reader to Sections 3
and 4. Here we just recall that each GBS-group can be defined by a graph with labels

(which are non-zero integers associated with the edges of the graph). This graph is called
reduced if each edge that is not a loop has labels different from ±1. It is easy to show
that any GBS-group can be defined by a reduced labeled graph (see Section 4 for details).
A GBS group is called elementary if it is isomorphic to Z, BS(1, 1) ∼= Z×Z or BS(1,−1)

[17, p. 6]. It is known that a GBS-group is solvable if it is elementary or isomorphic
to BS(1, q), where q 6= ±1 [6].
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Until the end of this section, let Γ be a non-empty finite connected graph, L(Γ) be a la-
beled graph over Γ, G be the GBS-group defined by L(Γ), and ∆: G → Q∗ be the mod-

ular homomorphism of G (defined if G is not elementary; see Section 4). The theorems
and corollaries formulated below are the main results of this paper.

Theorem 3. Let C be a root class of groups consisting only of periodic groups and ρ(C)
be the set of primes defined above. Suppose also that G is not solvable and L(Γ) is reduced.
1. If Im∆ = {1}, then G is residually a C-group if and only if all the labels of L(Γ) are

ρ(C)-numbers.

2. If Im∆ = {1,−1}, then G is residually a C-group if and only if all the labels of L(Γ)
are ρ(C)-numbers and 2 ∈ ρ(C).
3. If Im∆ 6⊆ {1,−1}, then G is not residually a C-group.

Corollary 1. The following statements are equivalent.

1. G is residually finite.

2. G is residually finite solvable.

3. Either G is solvable, or it is not and Im∆ ⊆ {1,−1}.

Corollary 2. Let G be not solvable, L(Γ) be reduced, and ρ be a non-empty set of primes.

The following statements are equivalent.

1. G is residually a finite ρ-group.
2. G is residually a finite solvable ρ-group.
3. G is residually a periodic ρ-group of finite exponent.

4. G is residually a periodic solvable ρ-group of finite exponent.

5. Im∆ ⊆ {1,−1}, all the labels of L(Γ) are ρ-numbers, and if −1 ∈ Im∆, then 2 ∈ ρ.

Theorem 4. Let C be a root class of groups containing at least one non-periodic group.

1. If G is elementary, then it is a torsion-free C-group.
2. Let G be not elementary and Q be the subring of Q generated by Im∆. If the addi-

tive group of Q belongs to C, then G is residually a torsion-free C-group. In particular,

if Im∆ ⊆ {1,−1} or C is closed under taking quotient groups, then G is residually a tor-

sion-free C-group.

Corollary 3. An arbitrary GBS-group is residually a torsion-free solvable group.

The largest cyclic normal subgroup of G is called the cyclic radical of this group
and is denoted by C(G). The cyclic radical exists if G is not isomorphic to BS(1, 1)
or BS(1,−1) [7, p. 1808].

Theorem 5. Let G be not solvable and L(Γ) be reduced.

1. If Im∆ = {1}, then G is residually nilpotent if and only if it is residually a finite

p-group for some prime number p.
2. If Im∆ = {1,−1}, then the following statements are equivalent:

a) G is residually nilpotent;

b) G is residually a finite nilpotent {2, p}-group for some prime number p (which can

be equal to 2);
c) all the labels of L(Γ) are p-numbers for some prime number p, and if p 6= 2, then

every elliptic element that is conjugate to its inverse belongs to C(G).
3. If Im∆ 6⊆ {1,−1}, then G is not residually nilpotent.

The definition of elliptic element can be found in Section 4. We note that if L(Γ)
is reduced, all its labels are p-numbers for some prime number p 6= 2, and Im∆ = {1,−1},
then there is an algorithm that checks whether every elliptic element that is conjugate
to its inverse belongs to C(G); this algorithm is given at the end of Section 6.
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Theorem 6. Let G be not cyclic. The following statements are equivalent.

1. G is residually torsion-free nilpotent.

2. G is residually free.

3. G is isomorphic to the direct product of a free group and an infinite cyclic group.

Thus, Theorems 1 and 3 (in combination with Proposition 2.3) give a criterion for G
to be residually a C-group, where C is a root class of groups consisting only of periodic
groups, while Theorems 2 and 5 do a criterion for the residual nilpotence of G thereby
answering [3, Question 4]. We note that Corollaries 1, 2, and 3 strengthen and generalize
Corollary 7.7 of [17], Theorem 1 of [10], and Corollary 3 of [23] respectively. The rest
of the paper is devoted to the proofs of the formulated statements.

2. Some auxiliary statements

Throughout this section, if C is a class of groups consisting only of periodic groups,
then ρ(C) denotes the set of primes defined above.

Proposition 2.1. Let C be a class of groups consisting only of periodic groups and closed

under taking subgroups and extensions. Then any finite solvable ρ(C)-group belongs to C.

Proof. Let X be a finite solvable ρ(C)-group. Then there is a polycyclic series S in X
such that the orders of all its factors belong to ρ(C). Let p be the order of some factor F .
By the definition of ρ(C), p divides the order of an element of some C-group, and so
this group contains an element, say x, of order p. Then F is isomorphic to the cyclic
subgroup 〈x〉 generated by x, and since C is closed under taking subgroups, 〈x〉 ∈ C.
Thus, all the factors of S are C-groups, and X ∈ C because C is closed under taking
extensions. �

Proposition 2.2. [27, Proposition 17] Let C be a root class of groups consisting only

of periodic groups. Then any C-group is of finite exponent.

Proposition 2.3. Theorem 1 is valid for any root class C consisting of periodic groups.

Proof. Let C1 and C2 denote the class of finite solvable ρ(C)-groups and the class of peri-
odic ρ(C)-groups of finite exponent respectively. It follows from Propositions 2.1 and 2.2
that C1 ⊆ C ⊆ C2. One can easily verify that C1 and C2 are root classes closed under taking
quotient groups. It is also obvious that ρ(C1) = ρ(C) = ρ(C2). Therefore, if G is residually
a C-group, then it is residually a C2-group and satisfies the necessary conditions from The-
orem 1 (depending only on m, n, and ρ(C)). In the same way, if the sufficient conditions
from Theorem 1 are satisfied (which also depend only on m, n, and ρ(C)), then G is resid-
ually a C1-group and hence is residually a C-group. �

Proposition 2.4. Let C be an arbitrary root class of groups. Then the following state-

ments are true.

1. Every free group is residually a C-group.
2. The direct product of any two residually C-groups is residually a C-group.
3. Any extension of a residually C-group by a C-group is residually a C-group.

Proof. Statements 1 and 3 follow from [2, Theorem 1] and [12, Lemma 1.5] respectively.
Statement 2 is verified directly. �

As usual, by a group of prime power order we mean a finite group whose order is a power
of some prime number.

Proposition 2.5. Let X be a finitely generated group. If X is residually nilpotent, then

it is residually a group of prime power order. If X is residually torsion-free nilpotent,

then it is residually a finite p-group for every prime number p.
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Proof. Since X is finitely generated, it is residually a finitely generated nilpotent group
or residually a finitely generated torsion-free nilpotent group. Therefore, the required
statement follows from [12, Theorem 2.1]. �

Proposition 2.6. Let X be a group, x and y be elements of X such that x−1yx = y−1.

Let also p be a prime number and ψ be a homomorphism of X onto a finite p-group.
If p 6= 2, then yψ = 1.

Proof. Let γi(X) denote the i-th member of the lower central series of X , and let r

be the order of yψ. It is easy to verify that y2
i

∈ γi+1(X) for every i > 0. Since Xψ

is nilpotent, it follows that y2
i

ψ = 1 for some i > 0. If p 6= 2, then 1 = (r, 2i) = rα+ 2iβ

for suitable integers α, β and hence yψ = (yψ)rα+2iβ = 1 as required. �

3. The fundamental group of a graph of groups

Let Γ be a non-empty undirected graph with a vertex set V and an edge set E (loops
and multiple edges are allowed). To turn Γ into a graph of groups, we denote the vertices
of Γ that are the ends of an edge e ∈ E by e(1), e(−1) and assign to each vertex v ∈ V some
group Gv, to each edge e ∈ E a group He and injective homomorphisms ϕ+e : He → Ge(1),
ϕ−e : He → Ge(−1). We denote the resulting graph of groups by G(Γ), the subgroups Heϕ+e

andHeϕ−e (e ∈ E) by H+e andH−e. We also call Gv (v ∈ V ), He (e ∈ E), andHεe (e ∈ E,
ε = ±1) vertex groups, edge groups, and edge subgroups respectively. All designations
introduced in this paragraph are assumed to be fixed until the end of the section.
It should be noted that an edge e of G(Γ) is associated with two different homomor-

phisms ϕ+e, ϕ−e even in the case when e is a loop, i. e. e(1) = e(−1). Therefore, we can
consider G(Γ) as a directed graph assuming that ϕ+e corresponds to the origin while ϕ−e

does to the terminus of e.
Let F be a maximal forest in Γ and EF be the set of edges of Γ that belong to F .

The fundamental group of G(Γ) is the group π1(G(Γ)) whose generators are the generators
of Gv (v ∈ V ) and symbols te (e ∈ E \EF ) and whose defining relations are the relations
of Gv (v ∈ V ) and all possible relations of the form

heϕ+e = heϕ−e (e ∈ EF , he ∈ He),

t−1
e (heϕ+e)te = heϕ−e (e ∈ E \ EF , he ∈ He),

where heϕεe (ε = ±1) is the word in the generators of Ge(ε) defining the image of he
under ϕεe [24, § 5.1].
Obviously, the presentation of π1(G(Γ)) depends on the choice of F . It is known,

however, that all the groups with the presentations corresponding to different maximal
forests of Γ are isomorphic [24, § 5.1]. This allows us to talk about the fundamental
group of a graph of groups without mentioning a specific maximal forest. It is also known
that, for each vertex v ∈ V , the identity mapping of the generators of Gv to π1(G(Γ))
defines an injective homomorphism [24, § 5.2] and so Gv can be considered as a subgroup
of π1(G(Γ)). This easily implies

Proposition 3.1. Let Γ′ be an arbitrary connected subgraph of Γ, T ′ be a maximal subtree

of Γ′, and G(Γ′) be the graph of groups whose vertices and edges correspond to the same

groups and homomorphisms as in G(Γ). Then there exists a maximal forest F in Γ such

that F∩Γ′ = T ′. If the presentations of π1(G(Γ)) and π1(G(Γ
′)) correspond to the indicated

forest F and T ′, then the identity mapping of the generators of π1(G(Γ
′)) to π1(G(Γ))

defines an injective homomorphism.

The next statement is a special case of [29, Proposition 13].
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Proposition 3.2. Let Γ be finite and N be a normal subgroup of π1(G(Γ)) that meets

each subgroup Gv (v ∈ V ) trivially. Then N is free.

As usual, we say that a group possesses some property locally if each of its finitely
generated subgroups possesses this property.

Proposition 3.3. [15, Theorem 1] Let Γ be connected, every Gv (v ∈ V ) locally sat-

isfy a non-trivial identity, and, for each e ∈ E, [Ge(1) : H+e] 6= 1 6= [Ge(−1) : H−e],
[Ge(1) : H+e] · [Ge(−1) : H−e] > 4. If π1(G(Γ)) is locally residually nilpotent, then there

exists a prime number p such that, for any e ∈ E, ε = ±1, Hεe is p′-isolated in Ge(ε)

(i. e., for each g ∈ Ge(ε) and for each prime number q, it follows from gq ∈ Hεe and p 6= q
that g ∈ Hεe).

Let Γ consist of two vertices and an edge e connecting them. Recall that in this case
π1(G(Γ)) is said to be the free product of Ge(1) and Ge(−1) with H+e and H−e amalgamated.
The groupsGe(1) andGe(−1) are called the free factors of this free product (the terminology
used here and below and concerning free products with amalgamated subgroups and HNN-
extensions follows the monographs [18,20]). The presentation of an element g ∈ π1(G(Γ))
in the form g = g1 . . . gn, n > 1, is said to be reduced if every multiplier gi belongs to one
of the groups Ge(1), Ge(−1) and no two neighboring multipliers gi, gi+1 lie simultaneously
in Ge(1) or Ge(−1). The number n is called the length of this reduced form. The normal
form theorem for generalized free products (see, e. g. [20, Theorem 4.4]) implies that
if an element g ∈ π1(G(Γ)) has at least one reduced form of length greater than 1, then
it does not belong to any of the free factors Ge(1), Ge(−1) and, in particular, differs from 1.
If Γ has only one vertex v and at least one loop, then π1(G(Γ)) is said to be the HNN-ex-

tension of Gv with the stable letters te (e ∈ E). The group Gv is called the base group

of this HNN-extension. In this case, by a reduced form of an element g ∈ π1(G(Γ)) we
mean the product g = g0t

ε1
ei1
g1 . . . t

εn
ein
gn, where n > 0, g0, g1, . . . , gn ∈ Gv, ei1 , . . . , ein ∈ E,

ε1, . . . , εn ∈ {1,−1}, and, for each k ∈ {1, . . . , n− 1}, if ik = ik+1 and εk = −εk+1, then
gk /∈ H−εkeik

. As above, n is called the length of this reduced form. It is known [4] that

if an element g ∈ π1(G(Γ)) has at least one reduced form of length greater than 0, then
it does not belong to the base group Gv and, in particular, differs from 1.

Proposition 3.4. Let P (m,n) = 〈x, y; xm = yn〉, 1 < |m|, |n|, C be an arbitrary class

of groups consisting only of periodic groups, and ρ(C) be the set of primes defined in Sec-

tion 1. If P (m,n) is residually a C-group, then m and n are ρ(C)-numbers.

Proof. Suppose that m is not a ρ(C)-number, i. e. there exists a prime number p /∈ ρ(C)
such that p | m. Let k = m/p and z = [xk, y].
Obviously, P (m,n) is the free product of the infinite cyclic groups 〈x〉 and 〈y〉 with the

subgroups 〈xm〉 and 〈yn〉 amalgamated. Since |k| < |m| and 1 < |n|, then xk /∈ 〈xm〉
and y /∈ 〈yn〉. Therefore, z has a reduced form of length 4 and hence differs from 1.
Let ψ be an arbitrary homomorphism of P (m,n) onto a C-group. Then the order q

of xψ is finite and is a ρ(C)-number. Since p /∈ ρ(C), then 1 = (p, q) = αp + βq for some
integers α, β and xkψ = (xkψ)αp+βq = (xkψ)αp = (xmψ)α = (ynψ)α. Therefore, zψ = 1.
Since ψ is chosen arbitrarily, it follows that P (m,n) is not residually a C-group.
Similar arguments prove that if P (m,n) is residually a C-group, then n is a ρ(C)-num-

ber. �

If all the vertex and edge groups of G(Γ) are infinite cyclic and their generators gv
(v ∈ V ) and he (e ∈ E) are fixed, then the homomorphism ϕεe (e ∈ E, ε = ±1) is uniquely

defined by a number λ(εe) ∈ Z \ {0} such that g
λ(εe)
e(ε) = heϕεe. Therefore, instead of G(Γ),
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we can consider a labeled graph L(Γ), which is obtained from Γ by associating each edge
e ∈ E with non-zero integers λ(+e) and λ(−e).
If all the vertex and edge groups of G(Γ) are finite cyclic, then G(Γ) can be replaced

by a graph M(Γ), in which labels are assigned not only to the edges, but also to the ver-
tices: the label µ(v) at a vertex v means that the vertex group Gv is of order µ(v).
Of course, for each edge e ∈ E, the equality |µ(e(1))/λ(+e)| = |µ(e(−1))/λ(−e)| must
hold. We need such graphs in our proofs.
We call the group defined by L(Γ) (M(Γ)) the fundamental group of the labeled graph

L(Γ) (M(Γ)) and denote it by π1(L(Γ)) (respectively π1(M(Γ))). In order to avoid ambi-
guity when specifying the presentation of this group, L(Γ) (andM(Γ)) must be considered
directed. In each of these graphs, the ends of an edge e are, as before, denoted by e(1)
and e(−1).

4. GBS-groups and their properties

It follows from the previous section that each GBS-group can be defined by a labeled
graph L(Γ) for some finite connected graph Γ and vice versa, each labeled graph L(Γ) over
a non-empty finite connected graph Γ defines some GBS-group. Until the end of the paper,
we assume that Γ = (V,E) is an arbitrary non-empty finite connected graph with a vertex
set V and an edge set E, L(Γ) is a graph with labels λ(εe) (e ∈ E, ε = ±1), and G
is the corresponding GBS-group with the vertex groups Gv = 〈gv〉 (v ∈ V ) and the edge

subgroups Hεe =
〈
g
λ(εe)
e(ε)

〉
(e ∈ E, ε = ±1). If Γ′ is a subgraph of Γ, then by L(Γ′)

we denote the labeled graph, the edges of which are associated with the same labels
as in L(Γ).
As mentioned above, the graph L(Γ) is called reduced if, for each e ∈ E, ε = ±1,

the equality |λ(εe)| = 1 implies that e is a loop [11, p. 224]. Suppose that L(Γ) is not re-
duced. Then it contains an edge e such that e(1) 6= e(−1) and |λ(εe)| = 1 for some

ε = ±1. Let us choose a maximal subtree of Γ containing e. Then ge(ε) = g
λ(εe)λ(−εe)
e(−ε)

in G and hence the generator ge(ε) can be excluded from the presentation of G. In L(Γ),
this operation corresponds to the contraction of e with preliminary multiplication of all
the labels around the vertex e(ε) by λ(εe)λ(−εe). Such a transformation of L(Γ) is called
an elementary collapse (see [16, p. 480]). Since Γ is finite, then L(Γ) can always be re-
duced by performing a finite number of elementary collapses.
If we replace the generator of a certain vertex group with its inverse, then all the labels

around the corresponding vertex change sign. Similarly, replacing the generator of a cer-
tain edge group with the inverse leads to a change in the signs of the labels at the ends
of this edge. The listed changes of the generators induce isomorphisms of G, and the cor-
responding graph transformations are called admissible changes of signs [16, p. 479].
Let some maximal subtree T of Γ be fixed. It is easy to see that one can make all

the labels at the ends of the edges of T positive by applying suitable admissible sign
changes. We call the resulting graph L(Γ) T -positive.
An element a ∈ G is said to be elliptic if it is conjugate to an element of some ver-

tex group. If G is not elementary, then the ellipticity of an element does not depend
on the choice of the graph L(Γ) defining G, the set of elliptic elements is invariant un-
der automorphisms of G, and any two elliptic elements a, b ∈ G are commensurable,
i. e. 〈a〉 ∩ 〈b〉 6= 1 [16, Lemma 2.1, Corollary 2.2]. This allows us to define the mapping
∆: G→ Q∗ as follows.
Let g ∈ G be an arbitrary element. Take a non-unit elliptic element a. Then the ele-

ment g−1ag is also elliptic and hence there exist numbers m and n such that g−1amg = an.
We put ∆(g) = n/m.
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This definition does not depend on the choice of a, m, and n [14]. The constructed
mapping ∆ is called the modular homomorphism of G. The notation ∆ is used below
without special explanations.

Proposition 4.1. [17, Propositions 7.5, 7.11] Let G be non-solvable and n/m ∈ Im∆\{1}
be a rational number written in lowest terms. Then G contains a subgroup isomorphic

to BS(m,n).

Proposition 4.2. [17, Lemma 7.6] If G is non-solvable and contains a subgroup isomor-

phic to BS(1, n), |n| 6= 1, then it contains a subgroup isomorphic to BS(q, qn), where q
is some prime number.

Proposition 4.3. Let Γ be a tree and I be a non-empty finite set of indices, which

is the disjoint union of the set
{
(e, ε) | e ∈ E, ε = ±1

}
and some set J . Let also

Σ = {Hi | i ∈ I} be a family of subgroups of Gv (v ∈ V ) and ν : I → V be a function

such that, for any i ∈ I, 1 6= Hi 6 Gν(i) and if i = (e, ε) for some e ∈ E, ε = ±1,
then Hi = Heε and ν(i) = e(ε). Finally, let K =

⋂
i∈I Hi and χ(i) = [Gν(i) : Hi]. Then

the following statements hold.

1. K 6
⋂

v∈V Gv and therefore the numbers µ(v) = [Gv : K] (v ∈ V ) are defined.

2. K 6= 1 and therefore all the numbers µ(v) (v ∈ V ) are finite.

3. The least common multiple µ of µ(v) (v ∈ V ) divides
∏

i∈I χ(i).

Proof. 1. We note that V = {ν(i) | i ∈ I}. Indeed, if Γ consists of one vertex v, then
v = ν(i) for all i ∈ I and the desired equality holds because I is non-empty. Otherwise,
each vertex is incident to at least one edge, and so, for any v ∈ V , there exist e ∈ E,
ε = ±1 such that v = e(ε) = ν(i), where i = (e, ε) ∈ I. Hence,

K =
⋂

i∈I

Hi 6
⋂

i∈I

Gν(i) =
⋂

v∈V

Gv,

as required.
2. We put H =

⋂
v∈V Gv and use induction on the number of vertices in Γ to show

that H is an infinite cyclic subgroup. If Γ contains only one vertex v, then H = Gv

and the required statement is obvious. Therefore, we further assume that Γ contains
more than one vertex and so E 6= ∅.
Let f ∈ E be an arbitrary edge and Γ − f be the graph that is obtained from Γ

by removing f . Since Γ is a tree, Γ− f has exactly two connected components. For every
ε = ±1, denote by Γε the connected component of Γ − f that contains f(ε) and by Vε
the vertex set of Γε. By the inductive hypothesis, the subgroup Hε =

⋂
v∈Vε

Gv is infinite
cyclic, and hence Hε ∩Hεf 6= 1 as the intersection of two non-trivial subgroups of Gf(ε).
By Proposition 3.1, the free product of the groups Gf(1) and Gf(−1) with the sub-

groups H+f and H−f amalgamated is embedded into G by means of the identity mapping
of the generators. Therefore, the equalitiesH+f = Gf(1)∩Gf(−1) = H−f hold inG [20, The-
orem 4.4.3], and

H = H1 ∩H−1 = (H1 ∩Gf(1)) ∩ (H−1 ∩Gf(−1)) = (H1 ∩H+f) ∩ (H−1 ∩H−f)

is the intersection of two non-trivial subgroups of the infinite cyclic group H+f = H−f .
Thus, H 6= 1, and so Hi ∩ H is an infinite cyclic subgroup of Gν(i) for any i ∈ I.

As noted above, V = {ν(i) | i ∈ I}, hence K =
⋂

i∈I(Hi ∩Gν(i)) =
⋂

i∈I(Hi ∩H). Since
all the subgroups Hi ∩H (i ∈ I) lie in H and I is finite, it follows that K 6= 1.
3. We again use induction on the number of vertices in Γ. If Γ contains only one

vertex v, then µ = µ(v) = [Gv : K] and χ(i) = [Gv : Hi]. Therefore, the required
statement follows from the relation [Gv :

⋂
i∈I Hi] |

∏
i∈I [Gv : Hi], and we further assume

that Γ has at least two vertices.
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Let us choose an arbitrary edge f ∈ E and denote by Γε (ε = ±1) the connected
component of the graph Γ − f that contains f(ε). Let also Vε be the vertex set of Γε,
Iε = {i | i ∈ I, ν(i) ∈ Vε}, Kε =

⋂
i∈Iε

Hi, and pε =
∏

i∈Iε
χ(i). Then

∏
i∈I χ(i) = p1p−1

and the equality K = K1 ∩K−1 holds in G.
By the definition of ν, the set of indices Iε contains the pair (f, ε) and is therefore

non-empty. It is also easy to see that Γε, Iε, Σε = {Hi | i ∈ Iε}, and νε = ν|Iε satisfy
all the conditions of the proposition. Hence, the numbers µε(v) = [Gv : Kε] (v ∈ Vε)
are defined and finite in view of Statements 1, 2, while their least common multiple µε

divides pε by the inductive hypothesis.
Since K1 6 H+f , K−1 6 H−f , and H+f = Gf(1) ∩ Gf(−1) = H−f , then K1K−1 6

Gf(1)∩Gf(−1) and [K1K−1 : Kε] | [Gf(ε) : Kε] = µε(f(ε)) | µε for every ε = ±1. Therefore,
for any ε = ±1, v ∈ Vε, we have

µ(v) = [Gv : K] = [Gv : Kε][Kε : Kε ∩K−ε] = [Gv : Kε][KεK−ε : K−ε] | µεµ−ε | p1p−1.

Hence, the least common multiple of the numbers µ(v) (v ∈ V = V1 ∪ V−1) also divides
the product p1p−1. �

Proposition 4.4. Let G be non-elementary, T be a maximal subtree of Γ, ET be the edge

set of T , and K =
⋂

e∈E, ε=±1Hεe. Then the following statements hold.

1. K 6
⋂

v∈V Gv and therefore the numbers µ(v) = [Gv : K] (v ∈ V ) are defined.

2. K 6= 1 and therefore all the numbers µ(v) (v ∈ V ) are finite.

3. The least common multiple µ of µ(v) (v ∈ V ) divides
∏

e∈E, ε=±1 λ(εe).

4. If L(Γ) is T -positive, then g
µ(v)
v = g

µ(w)
w for any v, w ∈ V and λ(+e)/µ(e(1)) =

λ(−e)/µ(e(−1)) for any e ∈ ET .

5. If Im∆ ⊆ {1,−1}, then K is normal in G and the centralizer of K in G coincides

with ∆−1(1).
6. If Im∆ ⊆ {1,−1} and τ is a homomorphism of G such that ker τ ∩Gv = K for all

v ∈ V , then ker τ is an extension of K by a free group.

7. If Im∆ ⊆ {1,−1} and L(Γ) is reduced, then C(G) = K.

Proof. 1, 2, 3. Since G is an HNN-extension of the tree product P = π1(L(T )) and all
the groups Gv (v ∈ V ) are contained in P , then Statements 1–3 are obtained by applying
Proposition 4.3 to the tree T , the group P , the set

I =
{
(e, ε) | e ∈ ET , ε = ±1

}
∪
{
(e, ε) | e ∈ E \ ET , ε = ±1

}
,

the family Σ = {Heε | e ∈ E, ε = ±1}, and the function ν : I → V such that
ν(e, ε) = e(ε). It should only be noted that E and I are non-empty because G is not el-
ementary. Besides, the relation µ |

∏
e∈E, ε=±1 |λ(εe)|, which follows from Statement 3

of Proposition 4.3, is equivalent to the required one.
4. We use induction on the length of the path connecting v and w in T . If v = w,

the statement is obvious, so we assume that this path contains an edge e connecting v
with some vertex u (which may coincide with w). Let also, for definiteness, e(1) = v
and e(−1) = u.

By the inductive hypothesis, g
µ(u)
u = g

µ(w)
w . Since e ∈ ET , the equalities g

λ(+e)
v = g

λ(−e)
u

and H+e = H−e hold in G. It follows that [H+e : K] = [H−e : K] = k for some k > 1.
Since L(Γ) is T -positive, then [Gv : H+e] = λ(+e) and [Gu : H−e] = λ(−e). Therefore,

µ(v) = [Gv : K] = [Gv : H+e][H+e : K] = λ(+e)k,

µ(u) = [Gu : K] = [Gu : H−e][H−e : K] = λ(−e)k,

and
gµ(v)v = gλ(+e)k

v = gλ(−e)k
u = gµ(u)u = gµ(w)

w .
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Since the vertices v and w are chosen arbitrarily, the above equalities also imply that
λ(+e)/µ(e(1)) = λ(−e)/µ(e(−1)) for any e ∈ ET .
5. Let x be a generator of K. It is obvious that [x, gv] = 1 for every v ∈ V . The el-

ement x is elliptic, so if e ∈ E \ ET , then there exists a number n > 1 such that
t−1
e xnte = x∆(te)n. Since Im∆ ⊆ {1,−1}, t−1

e xte ∈ H−e, x
∆(te) ∈ H−e, and H−e is in-

finite cyclic, the last equality implies that t−1
e xte = x∆(te). Therefore, K is normal in G.

If g ∈ G is an arbitrary element, then g−1xg ∈ K because K is normal. It follows that
g−1xg = x∆(g), and hence [g, x] = 1 if and only if ∆(g) = 1.
6. Consider the quotient group G = G/K and the labeled graph M(Γ) that is obtained

from L(Γ) by assigning to each v ∈ V the label µ(v) = [Gv : K]. It is easy to see that
G is isomorphic to π1(M(Γ)) and the vertex groups under this isomorphism correspond
to the quotient groups Gv/K (v ∈ V ). Since K 6 ker τ , the mapping τ̄ : G→ Im τ taking
the coset gK (g ∈ G) to gτ is well defined and is a surjective homomorphism. It follows
from the equalities ker τ∩Gv = K (v ∈ V ) that ker τ̄∩Gv/K = 1 for all v ∈ V . Therefore,
by Proposition 3.2, ker τ̄ is a free group. It also easily follows from the definition of τ̄
that the preimage of ker τ̄ under the natural homomorphism G→ G coincides with ker τ .
Thus, ker τ is an extension of K by the free group ker τ̄ .
7. Let H =

⋂
v∈V Gv. By [7, Lemma 5], C(G) 6 H . Let us show that, for every element

h ∈ H \K, there exists an element g ∈ G such that g−1hg /∈ H . This will mean that K
is the largest subgroup of H normal in G and therefore K = C(G).
Let h ∈ H \K be an arbitrary element. Then h /∈ Hεe for some e ∈ E \ ET , ε = ±1.

Indeed, it is obvious if Γ contains only one vertex and so ET = ∅. Suppose that ET 6= ∅.
Then every vertex of Γ is incident to some e ∈ ET . For any e ∈ ET , the equalities
H+e = Ge(1) ∩ Ge(−1) = H−e hold in G, as already noted in the proof of Proposition 4.3.
Therefore, H =

⋂
e∈ET , ε=±1Hεe, and h possesses the desired property.

Let us consider G as an HNN-extension with the stable letter te. Then the element
t−ε
e htεe has a reduced form of length 2 and hence cannot belong to H contained in the base
group of this HNN-extension. Thus, tεe is the required element. �

5. Proofs of Theorems 3, 4 and Corollaries 1–3

Proposition 5.1. Let G be non-elementary, T be a maximal subtree of Γ, and L(Γ)
be T -positive. Let also K =

⋂
e∈E, ε=±1Hεe and µ be the least common multiple of µ(v) =

[Gv : K] (v ∈ V ). Finally, let Q be the subring of Q generated by Im∆, Q+ be the additive

group of Q, A be a free abelian group with the basis {aq | q ∈ Im∆}, and X be the splitting

extension of Q+ by A such that the automorphism âq|Q+ acts as multiplication by q. Then
the mapping of the generators of G to X given by the rule

gv 7→ µ/µ(v) (v ∈ V ), te 7→ a∆(te) (e ∈ E \ET ),

defines a homomorphism of G into X.

Proof. We extend the indicated mapping of the generators to the mapping of words σ
and show that the latter takes all the defining relations of G into the equalities valid
in X .
If e is an edge of T , then λ(+e)/µ(e(1)) = λ(−e)/µ(e(−1)) by Proposition 4.4 and

g
λ(+e)
e(1) σ = λ(+e)µ/µ(e(1)) = λ(−e)µ/µ(e(−1)) = g

λ(−e)
e(−1)σ.

Let e ∈ E be an edge that does not belong to T . By Proposition 4.4, the equality

g
µ(e(1))
e(1) = g

µ(e(−1))
e(−1) holds inG; we denote this element by g for brevity. Since g is elliptic and

t
−1
e g

λ(+e)µ/µ(e(1))
te = t

−1
e g

λ(+e)µ
e(1) te = g

λ(−e)µ
e(−1) = g

λ(−e)µ/µ(e(−1))
,



CERTAIN RESIDUAL PROPERTIES OF GENERALIZED BAUMSLAG–SOLITAR GROUPS 11

then ∆(te) =
(
λ(−e)µ/µ(e(−1))

)/(
λ(+e)µ/µ(e(1))

)
. This implies that

(
t
−1
e g

λ(+e)
e(1) te

)
σ =

(
λ(+e)µ/µ(e(1))

)
·∆(te) = λ(−e)µ/µ(e(−1)) =

(
g
λ(−e)
e(−1)

)
σ. �

Proposition 5.2. Let G be non-elementary, T be a maximal subtree of Γ, and L(Γ)
be T -positive. Let also K =

⋂
e∈E, ε=±1Hεe and µ be the least common multiple of µ(v) =

[Gv : K] (v ∈ V ). If Im∆ = {1}, then G is an (F ×Z)-by-Zµ-group, where F is some free

group (i. e. G is isomorphic to an extension of F ×Z by Zµ). If Im∆ = {1,−1}, then G
is an ((F × Z)-by-Zµ)-by-Z2-group.

Proof. Let Q, X , and σ : G → X be the subring, the group, and the homomorphism
from Proposition 5.1, ET be the edge set of T . Since Im∆ ⊆ {1,−1}, then Q = Z.
Therefore, X has the presentation

〈
x, a1; [x, a1] = 1

〉
if Im∆ = {1}, or

〈
x, a1, a−1; [x, a1] = [a1, a−1] = 1, a−1

−1xa−1 = x−1
〉

if Im∆ = {1,−1} (here x denotes the generator of the additive group Q+ of Q equal
to 1).
Let Y be the group with the presentation

〈
x; xµ = 1

〉
if Im∆ = {1}, and

〈
x, a−1; x

µ = 1, a2−1 = 1, a−1
−1xa−1 = x−1

〉

if Im∆ = {1,−1}. Obviously, σ can be extended to a homomorphism τ of G into Y . Since
µ is the least common multiple of µ(v) (v ∈ V ), the greatest common divisor of µ/µ(v)
(v ∈ V ) is equal to 1 and therefore x ∈ Im τ . If ∆(te) = 1 for each edge e ∈ E \ET , then
Im∆ = {1}. Hence, if Im∆ = {1,−1}, then there exists an edge e ∈ E \ ET such that
∆(te) = −1 and so teτ = a−1. Therefore, Im τ = Y .

Since Gvτ = 〈xµ/µ(v)〉, then ker τ ∩ Gv = G
µ(v)
v = K for every v ∈ V and, by Proposi-

tion 4.4, ker τ is an extension of K by a free group. It is well known that such an extension
is splittable, i. e. ker τ = KF , where F is a free subgroup of G and K ∩ F = 1. It re-
mains to show that [K,F ] = 1 and therefore ker τ = K × F .
If Im∆ = {1}, then K is central in G by Proposition 4.4. Let Im∆ = {1,−1} and

g ∈ ker τ be an arbitrary element. Because τ takes te (e ∈ E \ ET , ∆(te) = −1) to a−1

and gv (v ∈ V ), te (e ∈ E \ET , ∆(te) = 1) into 〈x〉, the number of occurrences of the gen-
erators of the first type and inverse to them in the record of g must be even. Since
the conjugation of K by te (e ∈ E \ET , ∆(te) = −1) is an automorphism of this subgroup
of order 2 and all the elements gv (v ∈ V ), te (e ∈ E \ ET , ∆(te) = 1) belong to the cen-
tralizer of K, then g also belongs to the centralizer of K. Hence, K is central in ker τ ,
and [K,F ] = 1. �

Proof of Theorem 3. According to Proposition 2.3, Theorem 1 is valid for the class C
from the statement of Theorem 3. Therefore, we can further use it in the process of proof.
1, 2. Necessity. Let e ∈ E be an arbitrary edge. If e is not a loop, then, by Proposi-

tion 3.1, G contains a subgroup isomorphic to

P
(
λ(+e), λ(−e)

)
=

〈
ge(1), ge(−1); g

λ(+e)
e(1) = g

λ(−e)
e(−1)

〉
.

Since the labeled graph defining G is reduced, then 1 < |λ(+e)|, |λ(−e)|. Hence, it follows
from Proposition 3.4 that λ(+e) and λ(−e) are ρ(C)-numbers. If e is a loop, then, again
by Proposition 3.1, G contains a subgroup isomorphic to BS(λ(+e), λ(−e)). Because
Im∆ ⊆ {1,−1}, the equality |λ(+e)| = |λ(−e)| holds. Therefore, λ(+e) and λ(−e) are
ρ(C)-numbers as Theorem 1 states.
Let Im∆ = {1,−1}. Then, by Proposition 4.1, G contains a subgroup isomorphic

to BS(1,−1), and Theorem 1 implies that 2 ∈ ρ(C).
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Sufficiency. Choose some maximal subtree T in Γ and transform the labeled graph L(Γ)
defining G to a T -positive form. Obviously, all the labels are still ρ(C)-numbers after
this operation. Let K =

⋂
e∈E, ε=±1Hεe and µ be the least common multiple of µ(v) =

[Gv : K] (v ∈ V ). By Proposition 4.4, µ is a ρ(C)-number, and, by Proposition 2.1,
Zµ ∈ C. If 2 ∈ ρ(C), then, according to the same proposition, Z2 ∈ C. Proposi-
tion 5.2 states that, for some free group F , G is an (F × Z)-by-Zµ-group if Im∆ = {1},
or an ((F × Z)-by-Zµ)-by-Z2-group if Im∆ = {1,−1}. Hence, G is residually a C-group
by Proposition 2.4.
3. Since Im∆ 6⊆ {1,−1}, Propositions 4.1 and 4.2 imply that G contains a subgroup

isomorphic to BS(m,n), where 1 < m < |n|. This subgroup is not residually a C-group
by Theorem 1. Therefore, G is also not residually a C-group. �

Proof of Theorem 4. 1. Since C contains at least one non-periodic group and is closed
under taking subgroups and extensions, it contains an infinite cyclic group and both of its
extensions by means of an infinite cyclic group. Therefore, every elementary GBS-group
is a torsion-free C-group.
2. Choose some maximal subtree T in Γ and transform the labeled graph L(Γ) defin-

ing G to a T -positive form. Since the fundamental groups of the original and modified
labeled graphs are isomorphic, the subring Q remains unchanged under the indicated
transformation and therefore Q+ ∈ C.
Let A, X , and σ : G → X be the groups and the homomorphism from the state-

ment of Proposition 5.1. By the definition, σ acts injectively on all the vertex groups,
and Proposition 3.2 says that ker σ is a free group.
As noted above, an infinite cyclic group belongs to C. By the definition of root class,

C also contains the Cartesian product P =
∏

z∈ZCz, where Cz is an infinite cyclic group
for each z ∈ Z. Since A is isomorphic to a subgroup of P and C is closed under taking
subgroups and extensions, then A, X , and Im σ belong to C. Therefore, G is residually
a C-group by Proposition 2.4.
It remains to note that Q+ is a homomorphic image of a free abelian group of countable

rank, which is a subgroup of P . Therefore, if C is closed under taking quotient groups,
then Q+ ∈ C. If Im∆ ⊆ {1,−1}, then Q+ is an infinite cyclic group, that belongs to C
as noted above. �

Proof of Corollaries 1–3. Let ρ be a non-empty set of primes. Using the definition
of root class, it is easy to verify that the classes of finite ρ-groups, finite solvable ρ-groups,
periodic ρ-groups of finite exponent, periodic solvable ρ-groups of finite exponent, and all
solvable groups are root. Therefore, the implications 1 ⇒ 5, 3 ⇒ 5, 5 ⇒ 2, and 5 ⇒ 4
in Corollary 2 follow from Theorem 3, the implications 1 ⇒ 3 and 3 ⇒ 2 in Corollary 1
do from Theorems 1 and 3, and Corollary 3 follows from Theorem 4. The implications
4 ⇒ 3, 2 ⇒ 1 in Corollary 2 and 2 ⇒ 1 in Corollary 1 are obvious. �

6. An algorithm for verifying the condition of Theorem 5

Let E∗ be the set of paths in Γ. We define a function ξ : E∗ → {1,−1} as follows.
If e ∈ E, then ξ(e) = signλ(+e)λ(−e). If s = (e1, e2, . . . , en) is a path in Γ, then
ξ(s) =

∏n
i=1 ξ(ei). In particular, if the length of s is equal to 0, then ξ(s) = 1.

The algorithm given below assigns labels to the vertices of Γ. The label corresponding
to a vertex v is denoted by ζ(v) and can be equal to ±1. Initially, all the vertices are
unlabeled.

Algorithm. 1. If the graph has no labeled vertices, take an arbitrary vertex v of Γ.
Otherwise, choose some vertex v, which has no label and is adjacent to one of the labeled
vertices.
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2. If there is a loop e at v such that ξ(e) = −1, then the algorithm terminates without
labeling v.
3. Let Ev be the set of edges of Γ, each of which connects v with some of the already

labeled vertices, and let, for any e ∈ Ev, εe denote the number that is equal to ±1
and satisfies the relation e(εe) = v.
3.1. If there exist e1, e2 ∈ Ev such that ξ(e1)ζ(e1(−εe1)) 6= ξ(e2)ζ(e2(−εe2)), then

the algorithm terminates without labeling v.
3.2. Otherwise, we define ζ(v) as follows: ζ(v) = 1 if Ev = ∅, and ζ(v) = ξ(e)ζ(e(−εe))

if Ev 6= ∅ and e is some edge from Ev (the independence of ζ(v) from the choice of e
is ensured by Step 3.1).
4. If all the vertices of Γ are labeled, then the algorithm terminates; otherwise, it returns

to Step 1.

Proposition 6.1. 1. If ξ(s) = 1 for any closed path s in Γ, then the above algorithm

terminates by labeling all the vertices of Γ for any sequence of vertex selection at Step 1.
2. If, for some sequence of vertex selection at Step 1, the above algorithm terminates

by labeling all the vertices of Γ, then ξ(s) = 1 for any closed path s in Γ.

Proof. First of all, we note that if v is some vertex of Γ labeled by the algorithm and u
is the vertex that was labeled first, then Γ contains a path s from u to v consisting
of vertices labeled no later than v, and besides ζ(v) = ξ(s). This is not difficult to show
using induction on the number of steps of the algorithm.
1. Let us fix some sequence of vertex selection at Step 1 and consider an arbitrary

vertex v from this sequence. If there is a loop e at v, then it is a closed path and therefore
ξ(e) = 1. Let Ev 6= ∅, e1, e2 ∈ Ev be arbitrary edges, v1 = e1(−εe1), v2 = e2(−εe2), and u
be the first vertex labeled by the algorithm. Then there exist paths s1, s2 connecting v1, v2
with u and such that ζ(v1) = ξ(s1), ζ(v2) = ξ(s1). Let s be the path composed of the paths
s1, s2 and the edges e1, e2. This path is closed, so 1 = ξ(s) = ξ(s1)ξ(s2)ξ(e1)ξ(e2)
and ξ(e1)ζ(v1) = ξ(e1)ξ(s1) = ξ(e2)ξ(s2) = ξ(e2)ζ(v2). Thus, the algorithm terminates
neither at Step 2 nor at Step 3.1, and the vertex v is among the labeled ones. Since
it is chosen arbitrarily, this means that the algorithm labels all the vertices of Γ.
2. Since the algorithm labels all the vertices of the graph without terminating at Step 2,

then ξ(e) = 1 for every loop e ∈ E and further we can consider only closed paths that
do not contain loops. We argue by induction on the number n of iterations (Steps 1–4)
required for the algorithm to label all the vertices of a path of the indicated form.
Let s be a closed path without loops, the vertices of which are labeled in n iterations.

At each iteration of the algorithm, no more than one vertex is labeled. Therefore, if n = 1,
then the length of s is equal to 0 and the equality ξ(s) = 1 is obvious. Further, we assume
that s is of non-zero length (so n > 1) and ξ has the required value for every closed path
whose vertices are labeled in at most n− 1 iterations.
Let v be the last labeled vertex of s. If necessary, we split s into the closed parts,

each of which begins and ends at v, and assume that s passes through v only once. Then
the fragment (v1, e1, v, e2, v2) of s is uniquely defined, where e1, e2 are edges (which may
coincide) and v1, v2 are vertices (which may also coincide). Since there are no loops in s,
the relations v1 6= v 6= v2 and e1, e2 ∈ Ev hold.
Let u be the first vertex labeled by the algorithm. Then there exist paths s1, s2 con-

necting v1, v2 with u, consisting of the vertices labeled no later than v1, v2 respectively,
and such that ζ(v1) = ξ(s1), ζ(v2) = ξ(s2). Let s0 denote the path obtained from s
by removing v and e1, e2. Then the union s3 of the paths s0, s1, s2 is a closed path,
all the vertices of which are labeled in at most n − 1 iterations, and, by the inductive
hypothesis, 1 = ξ(s3) = ξ(s0)ξ(s1)ξ(s2). Since v is labeled by the algorithm, then the con-
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dition of Step 3.1 cannot be satisfied and so ξ(e1)ζ(v1) = ξ(e2)ζ(v2). Hence, ξ(e1)ξ(e2) =
ζ(v1)ζ(v2) = ξ(s1)ξ(s2), and therefore ξ(s) = ξ(s0)ξ(e1)ξ(e2) = ξ(s0)ξ(s1)ξ(s2) = 1, as re-
quired. �

Proposition 6.2. Let G be not solvable, L(Γ) be reduced, Im∆ = {1,−1}, and all

the labels λ(εe) (e ∈ E, ε = ±1) are p-numbers for some prime number p 6= 2. Let also

E ′ = {e ∈ E | H+e 6= C(G) 6= H−e}.

1. If every elliptic element of G that is conjugate to its inverse belongs to C(G), then
ξ(s) = 1 for every closed path s in Γ all of whose edges are contained in E ′.

2. If ξ(s) = 1 for every closed path s in Γ all of whose edges are contained in E ′, then

every elliptic element of G that is conjugate to its inverse belongs to C(G) and the quotient

group G/C(G) is residually a finite p-group.

Proof. We fix some maximal subtree T of Γ and begin with a few remarks concerning
both Statement 1 and Statement 2.
By Proposition 4.4,

1 6= C(G) =
⋂

e∈E,
ε=±1

Hεe 6
⋂

v∈V

Gv

and the least common multiple µ of µ(v) = [Gv : C(G)] (v ∈ V ) divides the product∏
e∈E, ε=±1 λ(εe). Therefore, µ and all the indices µ(v) (v ∈ V ) are p-numbers.

If Γ contains one vertex v and µ = µ(v) = 1, then E ′ = ∅, every elliptic element of G
belongs to Gv = C(G), and G/C(G) is a free group, that is residually a finite p-group
by Proposition 2.4. Therefore, both Statement 1 and Statement 2 are true. If Γ has more
than one vertex, then each of its vertices is incident to some edge that is not a loop. Since
L(Γ) is reduced, it follows that every vertex group contains some proper edge subgroup
and so C(G) 6= Gv for all v ∈ V . Thus, further, we can assume that all µ(v) (v ∈ V ) are
different from 1 and therefore are divisible by p.

Let e ∈ E be an arbitrary edge. Then g
λ(+e)
e(1) ∼G g

λ(−e)
e(−1) and H+e ∼G H−e. Since C(G)

is normal in G, it follows that [H+e : C(G)] = [H−e : C(G)] = ke for some p-number
ke > 1 and |λ(+e)|ke = µ(e(1)), |λ(−e)|ke = µ(e(−1)).
Let us now turn directly to the proof of Statements 1 and 2.

1. We put g′v = g
µ(v)/p
v (v ∈ V ) and show that, for any edge e ∈ E ′, g′e(1) and (g′e(−1))

ξ(e)

are conjugate in G.
Indeed, let e ∈ E ′ be an arbitrary edge. Then ke 6= 1 and so p | ke. The relation

g
λ(+e)
e(1) ∼G g

λ(−e)
e(−1) implies that g

|λ(+e)|
e(1) ∼G g

ξ(e)|λ(−e)|
e(−1) . Hence,

g′e(1) = g
|λ(+e)|(ke/p)
e(1) ∼G g

ξ(e)|λ(−e)|(ke/p)
e(−1) =

(
g′e(−1)

)ξ(e)
.

Thus, if s is a closed path in Γ, all the edges of which are contained in E ′, and ξ(s) = −1,
then, for every vertex v of this path, g′v ∼G (g′v)

ξ(s) = (g′v)
−1. Since g′v /∈ C(G), Statement 1

is proved.
2. Let ET denote the edge set of T . To prove the residual p-finiteness of the quotient

group G/C(G), we define a mapping σ0 of the generators gv (v ∈ V ) and te (e ∈ E \ET )
of G to Zµ as follows.
Let Γ′ = (V,E ′) be the graph obtained from Γ by removing all the edges not included

in E ′, and let Γ′
i = (Vi, E

′
i) be some connected component of Γ′. Choose an arbitrary

vertex v ∈ Vi and put gvσ0 = µ/µ(v). If w ∈ Vi is an arbitrary vertex and s is a path
in Γ′

i connecting v and w, we put gwσ0 = ξ(s)µ/µ(w). It follows from the condition
of Statement 2 that, for any two paths s1, s2 connecting v and w in Γ′

i, the equality
ξ(s1) = ξ(s2) holds. Therefore, the above definition is correct. In a similar way, we define
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the action of σ0 on the generators of the vertex groups contained in all other connected
components of Γ′. Let us also put teσ0 = 0 for all e ∈ E \ ET .
We extend σ0 to a mapping of words σ and show that the latter takes all the defining

relations of G into the equalities valid in Zµ.
Let e ∈ E be an arbitrary edge. As shown earlier, |λ(+e)|ke = µ(e(1)) and |λ(−e)|ke =

µ(e(−1)), where ke = [H+e : C(G)] = [H−e : C(G)]. If e ∈ E ′, v is the fixed vertex chosen
above from the connected component of Γ′, to which e belongs, and s1, s−1 are some paths
in Γ′ connecting v with e(1), e(−1) respectively, then ξ(s1) = ξ(s−1)ξ(e). It follows that

ξ(s1) · sign λ(+e) = ξ(s−1) · signλ(−e)

and

g
λ(+e)
e(1) σ = ξ(s1)λ(+e)µ/µ(e(1))

= ξ(s1) · signλ(+e) · |λ(+e)|µ/µ(e(1))

= ξ(s−1) · signλ(−e) · |λ(−e)|µ/µ(e(−1))

= ξ(s−1)λ(−e)µ/µ(e(−1))

= g
λ(−e)
e(−1)σ.

If e /∈ E ′, then ke = 1 and therefore

g
λ(+e)
e(1) σ = ε|λ(+e)|µ/µ(e(1)) = εµ ≡ δµ = δ|λ(−e)|µ/µ(e(−1)) = g

λ(−e)
e(−1)σ (mod µ)

for some ε, δ = ±1.
Thus, σ defines a homomorphism of G into the finite p-group Zµ. It follows from the def-

inition of σ that, for each v ∈ V , the order of gvσ is equal to µ(v) and therefore
ker σ ∩ Gv = C(G). Hence, according to Proposition 4.4, ker σ is an extension of C(G)
by a free group. This implies that the quotient group G/C(G) is an extension of the in-
dicated free group by a finite p-group. Such an extension is residually a finite p-group
by Proposition 2.4.
Suppose now that x and y are elements of G such that x−1yx = y−1. Then

(
xC(G)

)−1(
yC(G)

)(
xC(G)

)
=

(
yC(G)

)−1
,

and the residual p-finiteness of G/C(G) proved above together with Proposition 2.6
and the relation p 6= 2 imply that yC(G) = 1, i. e. y ∈ C(G). Thus, Statement 2
is completely proved. �

An algorithm for verifying the condition of Statement 2-c of Theorem 5. Let G
be not solvable, L(Γ) be reduced, and Im∆ = {1,−1}. Then C(G) 6

⋂
v∈V Gv and there

is an algorithm calculating the numbers µ(v) = [Gv : C(G)] (v ∈ V ) [7, § 5]. This allows
us to find the graph Γ′ which is obtained from Γ by removing all the edges not included
in the set E ′ = {e ∈ E | H+e 6= C(G) 6= H−e}. By Propositions 6.1 and 6.2, to complete
the verification of the condition of Statement 2-c, it remains to apply Algorithm given
above to each connected component of Γ′.

7. Proof of Theorems 5 and 6

Proposition 7.1. Let G be non-solvable and L(Γ) be reduced. If G is residually nilpotent,

then all the labels λ(εe) (e ∈ E, ε = ±1) are p-numbers for some prime number p.

Proof. Since L(Γ) is reduced, then |λ(+e)| 6= 1 6= |λ(−e)| for each edge e that is not a loop.
Let us show that these relations can be assumed to hold for all loops of L(Γ).
By Proposition 2.5, G is residually finite, and, by Theorem 3, Im∆ ⊆ {1,−1}. It fol-

lows that L(Γ) cannot contain a loop e such that |λ(εe)| = 1 6= |λ(−εe)| for some ε = ±1.
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Let Γ′ be the subgraph of Γ which is obtained from the latter by removing each loop e
such that (in L(Γ)) |λ(+e)| = 1 = |λ(−e)|, and let G′ = π1(L(Γ

′)). Then, by Propo-
sition 3.1, G′ is isomorphic to a subgroup of G and so is residually nilpotent. Since
|λ(+e)| 6= 1 6= |λ(−e)| for every edge e of Γ′ and 1 is a power of any number p, then we
can consider Γ′, L(Γ′), and G′ instead of Γ, L(Γ), and G respectively.
So, we assume that |λ(εe)| 6= 1 for all e ∈ E, ε = ±1. If, for any edge e ∈ E, at least

one of the numbers |λ(+e)|, |λ(−e)| is greater than 2, then the required statement follows
from Proposition 3.3. Therefore, it remains to show that if |λ(+e)| = 2 = |λ(−e)| for some
edge e ∈ E, then all the labels λ(εf) (f ∈ E, ε = ±1) are 2-numbers.
On the contrary, let f ∈ E be an edge such that at least one of the numbers λ(+f),

λ(−f) is divisible by a prime number p 6= 2. Let us show that Γ and L(Γ) can, if necessary,
be modified so that a) Γ contains a simple chain, the first and last edges of which are
e and f ; b) the fundamental groups of the original and modified labeled graphs are
isomorphic.
Indeed, if there is no chain of the indicated type in Γ, then at least one of the follow-

ing statements holds: 1) e and f are not loops and connect identical pairs of vertices,
i. e. f(1) = e(ε) and f(−1) = e(−ε) for some ε = ±1; 2) e is a loop; 3) f is a loop.
In the first case, we add to Γ a new vertex vf and an edge connecting this vertex
with f(−1); replace f with an edge connecting f(1) and vf ; in L(Γ), assign the labels (1, 1)
to the first of the added edges, λ(+f) (at f(1)) and λ(−f) (at vf) to the second. We per-
form exactly the same transformations in the third case and modify Γ and L(Γ) in a similar
way in the second. In all cases, the original labeled graph is obtained from the modified
one by an elementary collapse; therefore, their fundamental groups are isomorphic.
Let Ω be a simple chain in Γ that begins with e and ends with f . By Proposition 3.1,

π1(L(Ω)) is embedded in π1(L(Γ)) and so is residually nilpotent. For definiteness, let e(1)
and f(−1) be the ends of the chain, and let ε = ±1 be a number such that p | λ(εf).
Consider the elements

x1 =
[
ge(1), ge(−1)

]
, x2 =

[
gf(−ε), g

λ(εf)/p
f(ε)

]
,

x =
[
x1, x2

]
= g−1

e(−1)g
−1
e(1)ge(−1)ge(1)x

−1
2 g−1

e(1)g
−1
e(−1)ge(1)ge(−1)x2.

Let Ω1 be the chain obtained from Ω by removing e(1) and e, Ω2 be the chain obtained
from Ω by removing f(−1) and f , F1 = π1(L(Ω1)), and F2 = π1(L(Ω2)). Then π1(L(Ω))
is the free product P1 of the groups Ge(1), F1 with the subgroups H+e, H−e amalgamated
and, at the same time, the free product P2 of the groups F2, Gf(−1) with the subgroups
H+f , H−f amalgamated. Since |λ(−εf)| 6= 1 and |λ(εf)/p| < |λ(εf)|, then x2 has
a reduced form of length 4 in P2 and hence does not belong to the free factor F2 and its
subgroup H−e. It follows from this and the equalities |λ(+e)| = 2 = |λ(−e)| that x has
a reduced form of length at least 8 in P1 and therefore is different from 1.
Let q be an arbitrary prime number and ψ be a homomorphism of π1(L(Ω)) onto a finite

q-group. If q 6= 2 and r is the order of ge(1)ψ, then (r, 2) = 1. This equality and the in-
clusions g2e(1)ψ ∈ H+eψ, g

r
e(1)ψ ∈ H+eψ imply that ge(1)ψ ∈ H+eψ = H−eψ and x1ψ = 1.

Similarly, if q 6= p and s is the order of g
λ(εf)/p
f(ε) ψ, then it follows from the inclusions

(
g
λ(εf)/p
f(ε)

)p
ψ ∈ Hεfψ,

(
g
λ(εf)/p
f(ε)

)s
ψ ∈ Hεfψ

that x2ψ = 1. Thus, for each homomorphism of π1(L(Ω)) onto a finite group of prime
power order, the image of x turns out to be equal to 1. This contradicts the residual
nilpotence of π1(L(Ω)) by Proposition 2.5. �

Proof of Theorem 5. 1. If G is residually nilpotent, then, by Proposition 7.1, all the la-
bels λ(εe) (e ∈ E, ε = ±1) are p-numbers for some prime number p. This fact, the equal-
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ity Im∆ = {1}, and Theorem 3 imply the residual p-finiteness of G. Since every finite
p-group is nilpotent, the inverse statement is obvious.
2. The implication b⇒ a is obvious.
a⇒ c. By Proposition 7.1, all the labels λ(εe) (e ∈ E, ε = ±1) are p-numbers for some

prime number p. Suppose that p 6= 2 and there exists an elliptic element a, which
is conjugate to its inverse but does not belong to the cyclic radical of G.
Let T be some fixed maximal subtree of Γ and ET be the edge set of T . Replacing,

if necessary, a by its conjugate, we can assume that a ∈ Gv for some v ∈ V . Since C(G)
is normal in G, then a still does not belong to C(G) after the replacement. We put

E1 =
{
e ∈ E

∣∣ |λ(+e)| = 1 = |λ(−e)|
}
,

E2 =
{
e ∈ E

∣∣ |λ(+e)| 6= 1 6= |λ(−e)|
}

and show that there exists an edge e ∈ E2 such that a /∈ Hεe for some ε = ±1.
Indeed, C(G) =

⋂
e∈E, ε=±1Hεe by Proposition 4.4. Since L(Γ) is reduced, every edge

e ∈ E that is not a loop belongs to E2. In particular, ET ⊆ E2. If e is a loop,
then ∆(te) = λ(−e)/λ(+e) and it follows from the equality Im∆ = {1,−1} that either
e ∈ E1, or e ∈ E2. If E = E1, then Γ has only one vertex, C(G) coincides with the cor-
responding vertex group and therefore contains all the elliptic elements of G, what con-
tradicts the relation a /∈ C(G). Hence, either L(Γ) has one vertex and at least one loop
e ∈ E2, or it contains at least two vertices and then each vertex is incident to some edge
e ∈ ET ⊆ E2. In both cases, C(G) =

⋂
e∈E2, ε=±1Hεe, and this implies the existence

of the sought edge e.
We now consider two cases.
Case 1. e ∈ ET .
It is easy to see that there is a simple chain Ω in T containing e and such that one of its

ends coincides with v, while the other does with e(δ) for some δ = ±1. By Proposition 3.1,
π1(L(Ω)) is embedded in G by means of the identity mapping of the generators.
Let Ω′ be the chain obtained from Ω by removing e and e(δ). Then π1(L(Ω)) is the free

product of the groups π1(L(Ω
′)) and Ge(δ) with the subgroups H−δe andHδe amalgamated.

Consider the elements

x1 =
[
ge(δ), ge(−δ)

]
, x2 =

[
x1, a

]
= g−1

e(−δ)g
−1
e(δ)ge(−δ)ge(δ)a

−1g−1
e(δ)g

−1
e(−δ)ge(δ)ge(−δ)a.

Since |λ(+e)| 6= 1 6= |λ(−e)|, a /∈ Hεe, and the equality Hεe = H−εe holds in π1(L(Ω)),
then x2 has a reduced form of length at least 8 in this group and therefore is different
from 1.
Let q be an arbitrary prime number and ψ be a homomorphism of G onto a finite

q-group. If q 6= 2, then aψ = 1 by Proposition 2.6. Let q = 2 and r be the order
of ge(1)ψ. Since λ(+e) is a p-number and p 6= 2, then (r, λ(+e)) = 1. It follows that
ge(1)ψ ∈ H+eψ = H−eψ and x1ψ = 1. Thus, for any value of q, the equality x2ψ = 1
holds. By Proposition 2.5, this contradicts the residual nilpotence of G.
Case 2. e /∈ ET .
Let x1 =

[
tεege(−ε)t

−ε
e , ge(ε)

]
. It follows from the relations |λ(+e)| 6= 1 6= |λ(−e)|, a /∈ Hεe

that the element

x2 =
[
x1, a

]
= g−1

e(ε)t
ε
eg

−1
e(−ε)t

−ε
e ge(ε)t

ε
ege(−ε)t

−ε
e a−1tεeg

−1
e(−ε)t

−ε
e g−1

e(ε)t
ε
ege(−ε)t

−ε
e ge(ε)a

has a reduced form of length 8 in the groupG considered as an HNN-extension with the sta-
ble letter te. Therefore, x2 6= 1. However, as above, if ψ is a homomorphism of G onto a fi-
nite 2-group, then ge(−ε)ψ ∈ H−εeψ, whence

(
tεege(−ε)t

−ε
e

)
ψ ∈ Hεeψ and so x1ψ = 1. Thus,

in Case 2, the image of x2 is also equal to 1 for any homomorphism of G onto a group
of prime power order, and we again get a contradiction with the residual nilpotence of G.
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c⇒ b. Choose some maximal subtree T in Γ and transform L(Γ) to a T -positive form.
Since this operation consists only in replacing some of the generators gv (v ∈ V ) by their
inverse, then, after it, the conditions of Statement 2-c remain valid.
If all the labels λ(εe) (e ∈ E, ε = ±1) are 2-numbers, then, by Propositions 4.4

and 5.2, G is an extension of the direct product of two free groups by a finite 2-group.
Such an extension is residually a finite 2-group by Proposition 2.4. So, further, we assume
that p 6= 2.
Let g ∈ G be an arbitrary non-unit element. We show that there exists a homomorphism

of G onto a finite p-group or a finite 2-group taking g to a non-unit element.
By Proposition 6.2, G/C(G) is residually a finite p-group. Therefore, if g /∈ C(G),

then the natural homomorphism of G onto G/C(G) can be extended to the desired one.
Hence, further, we can assume that g ∈ C(G).
Let Q, X, and σ: G→X be the subring, the group, and the homomorphism from Propo-

sition 5.1. Since Im∆ = {1,−1}, then Q = Z and X has the presentation
〈
x, a1, a−1; [x, a1] = [a1, a−1] = 1, a−1

−1xa−1 = x−1
〉

(here, as above, x denotes the generator of the additive group Q+ of Q equal to 1).
By Proposition 4.4, C(G) 6

⋂
v∈V Gv. Hence, g ∈ Gv for each v ∈ V , and, by the def-

inition of σ, the inclusion gσ ∈ 〈x〉 \ {1} holds. Therefore, gσ is mapped to a non-unit
element under the homomorphism of X onto the group

BS(1,−1) =
〈
x, a−1; a

−1
−1xa−1 = x−1

〉
.

The latter is residually a finite 2-group by Theorem 1. Thus, the constructed homomor-
phism G→ BS(1,−1) can be extended to the required one.
3. Since Im∆ 6⊆ {1,−1}, then G is not residually finite by Theorem 3 and is not resid-

ually nilpotent by Proposition 2.5. �

Proof of Theorem 6. 1 ⇒ 3. Since G is residually a torsion-free nilpotent group, then,
by Proposition 2.5, it is residually a finite p-group for any prime number p. Therefore,
by Theorem 1, G cannot be isomorphic to BS(1, n), where n 6= 1. Obviously, BS(1, 1)
satisfies Statement 3. So, further, we can assume that G is non-solvable and the labeled
graph L(Γ) defining it is reduced. Then, by Theorem 3, Im∆ = {1} and |λ(εe)| = 1 for all
e ∈ E, ε = ±1. This means that Γ has one vertex v and G is an extension of the vertex
group Gv by the free group generated by the elements te (e ∈ E). Since such an extension
is splittable, G contains a free subgroup F such that G = GvF and Gv ∩ F = 1. It fol-
lows from the equality Im∆ = {1} and Proposition 4.4 that Gv lies in the center of G.
Therefore, G = Gv × F , as required.
3 ⇒ 2. The direct product of two free groups is residually free by [12, Lemma 1.1].
2 ⇒ 1. It is well known that, for an arbitrary free group, the intersection of the members

of its lower central series is trivial [19] and the factors of this series are free abelian
groups [13]. Therefore, every free group is residually a torsion-free nilpotent group. �

Acknowledgements

The author would like to thank F. A. Dudkin (Sobolev Institute of Mathematics, Rus-
sia) for the introduction to modern studies of generalized Baumslag–Solitar groups.

References

[1] J. Alonso, JSJ decompositions of quadratic Baumslag–Solitar groups, Algebr. Geom. Topol. 12
(2012) 2027–2047.

http://dx.doi.org/10.2140/agt.2012.12.2027


CERTAIN RESIDUAL PROPERTIES OF GENERALIZED BAUMSLAG–SOLITAR GROUPS 19

[2] D. N. Azarov, D. Tieudjo, On the root-class residuality of a free product of groups with an amalga-
mated subgroup, Nauch. Tr. Ivanov. Gos. Univ. Mat. 5 (2002) 6–10 (Russian). See also: D. N. Azarov,

D. Tieudjo, On root-class residuality of generalized free products, arXiv:math.GR/0408277.
[3] V. G. Bardakov, M. V. Neshchadim, On the lower central series of Baumslag–Solitar groups, to ap-

pear in: Algebra Logic 59 (4) (2020). See also: arXiv:2009.01150.
[4] J. L. Britton, The word problem, Math. Ann. Second Ser. 77 (1) (1963) 16–32.
[5] A. L. Delgado, D. J. S. Robinson, M. Timm , Generalized Baumslag–Solitar groups and geometric ho-

momorphisms, J. Pure Appl. Algebra 215 (4) (2011) 398–410.
[6] A. L. Delgado, D. J. S. Robinson, M. Timm , Generalized Baumslag–Solitar graphs with soluble fun-

damental groups, Algebra Colloq. 21 (1) (2014) 53–58.
[7] A. L. Delgado, D. J. S. Robinson, M. Timm , Cyclic normal subgroups of generalized Baumslag–Soli-

tar groups, Comm. Algebra 45 (4) (2017) 1808–1818.
[8] F. A. Dudkin, The isomorphism problem for generalized Baumslag–Solitar groups with one mobile

edge, Algebra Logic 56 (3) (2017) 197–209.
[9] F. A. Dudkin, On the centralizer dimension and lattice of generalized Baumslag–Solitar groups, Sib.

Math. J. 59 (3) (2018) 403–414.
[10] F. A. Dudkin, Fπ-residuality of generalized Baumslag–Solitar groups, Arch. Math. 114 (2020)

129–134.
[11] M. Forester , Deformation and rigidity of simplicial group actions on trees, Geom. Topol. 6 (2002)

219–267.
[12] K.W. Gruenberg, Residual properties of infinite soluble groups, Proc. London Math. Soc. s3-7 (1)

(1957) 29–62.
[13] M. Hall , A basis for free Lie rings and higher commutators in free groups, Proc. Amer. Math. Soc.

1 (5) (1950) 575–581.
[14] P. H. Kropholler , A note on centrality in 3-manifold groups, Math. Proc. Camb. Phil. Soc. 107 (2)

(1990) 261–266.
[15] A. E. Kuvaev , Necessary conditions for the residual nilpotency of certain group theory constructions,

Sib. Math. J. 60 (6) (2019) 1040–1050.
[16] G. Levitt , On the automorphism group of generalized Baumslag–Solitar groups, Geom. Topol. 11

(2007) 473–515.
[17] G. Levitt , Quotients and subgroups of Baumslag–Solitar groups, J. Group Theory 18 (1) (2015),

1–43.
[18] R. C. Lyndon, P. E. Schupp, Combinatorial Group Theory (Springer-Verlag, New York, 1977).
[19] W.Magnus , Beziehungen zwischen Gruppen und Idealen in einem speziellen Ring, Math. Ann. 111

(1935) 259–280.
[20] W.Magnus, A. Karras, D. Solitar, Combinatorial group theory (Dover, New York, 1976).
[21] A. I. Mal’cev, On homomorphisms onto finite groups, Ivanov. Gos. Ped. Inst. Ucen. Zap. 18 (1958)

49–60 (Russian). See also: A. I. Mal’cev, On homomorphisms onto finite groups, Transl. Am. Math.
Soc. 2 (119) (1983) 67–79.

[22] D. I. Moldavanskii , Residual nilpotence of groups with one defining relation, Math. Notes 107 (5)
(2020) 820–825.

[23] D. J. S. Robinson , Recent results on generalized Baumslag–Solitar groups, Note Mat. 30 (1) (2010),
37–53.

[24] J.-P. Serre, Trees (Springer-Verlag, Berlin, Heidelberg, New York, 1980).
[25] E. V. Sokolov , A characterization of root classes of groups, Comm. Algebra 43 (2) (2015) 856–860.
[26] E. V. Sokolov, E. A. Tumanova, Generalized direct products of groups and their application to

the study of residuality of free constructions of groups, Algebra Logic 58 (6) (2020) 480–493.
[27] E. V. Sokolov, E. A. Tumanova, On the root-class residuality of certain free products of groups

with normal amalgamated subgroups, Russ. Math. 64 (2020) 43–56.
[28] E. V. Sokolov, E. A. Tumanova, The root-class residuality of tree products with central amalgamated

subgroups, Sib. Math. J. 61 (3) (2020) 545–551.
[29] E. V. Sokolov, E. A. Tumanova, To the question of the root-class residuality of free constructions

of groups, Lobachevskii J. Math. 41 (2020) 260–272.
[30] E. A. Tumanova, The root class residuality of Baumslag–Solitar groups, Sib. Math. J. 58 (3) (2017)

546–552.
[31] E. A. Tumanova, The root class residuality of the tree product of groups with amalgamated retracts,

Sib. Math. J. 60 (4) (2019) 699–708.

Ivanovo State University, Russia

Email address : ev-sokolov@yandex.ru

https://arxiv.org/abs/math/0408277
https://arxiv.org/abs/2009.01150
http://dx.doi.org/10.2307/1970200
http://dx.doi.org/10.1016/j.jpaa.2010.04.025
http://dx.doi.org/10.1142/S1005386714000030
http://dx.doi.org/10.1080/00927872.2016.1226859
http://dx.doi.org/10.1007/s10469-017-9440-y
http://dx.doi.org/10.1134/S0037446618030035
http://dx.doi.org/10.1007/s00013-019-01404-8
http://dx.doi.org/10.2140/gt.2002.6.219
http://dx.doi.org/10.1112/plms/s3-7.1.29
http://dx.doi.org/10.2307/2032282
http://dx.doi.org/10.1017/S0305004100068523
http://dx.doi.org/10.1134/S0037446619060120
http://dx.doi.org/10.2140/gt.2007.11.473
http://dx.doi.org/10.1515/jgth-2014-0028
http://dx.doi.org/10.1007/BF01472217
http://dx.doi.org/10.1134/S0001434620050090
http://dx.doi.org/10.1285/i15900932v30n1supplp37
http://dx.doi.org/10.1080/00927872.2013.851207
http://dx.doi.org/10.1007/s10469-020-09568-x
http://dx.doi.org/10.3103/S1066369X20030044
http://dx.doi.org/10.1134/S0037446620030180
http://dx.doi.org/10.1134/S1995080220020158
http://dx.doi.org/10.1134/S003744661703017X
http://dx.doi.org/10.1134/S0037446619040153

	Introduction
	1. Statement of results
	2. Some auxiliary statements
	3. The fundamental group of a graph of groups
	4. GBS-groups and their properties
	5. Proofs of Theorems 3, 4 and Corollaries 1–3
	6. An algorithm for verifying the condition of Theorem 5
	7. Proof of Theorems 5 and 6
	Acknowledgements
	References

